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ABSTRACT In the research of computer vision, artificial controllability of image synthesis is a significant
and challenging task. At present, there are two available methods. One is to utilize a simple contour to
determine the shape of the synthetic object. This method has a promising effect, but it can only control
the shape information of the synthetic object, but not the specific content. The other is to employ the text
description to synthesize the corresponding image, which effectively controls the specific content of the
synthesis, but it cannot do anything for the synthesized shape. In this paper, we propose a highly flexible
and human customizable image synthesis model based on simple contour and natural language description,
in which the specific content of contour and text description can be determined artificially. The contour
determines basic synthetic object shape, and the natural language describes specific object content. Based
on these, highly authentic and customizable images can be synthesized. The experiments are executed in the
Caltech-UCSD Birds (CUB) and Oxford-102 flower datasets, and the experimental results demonstrate the
effectiveness and superiority of our method. The results not only maintain the contour but also conform to
the natural language description. Simultaneously, the high-quality image synthesis results, based on artificial
hand-drawing contour and text description, are displayed to illustrate the high flexibility and customizability
of our model.

INDEX TERMS Artificial neural networks, computer vision, image generation, image processing, text
analysis, text processing.

I. INTRODUCTION
Image synthesis is always the core of research in computer
vision. In recent years, with the development of deep learning
technology, image synthesis has made many breakthroughs.
Especially after the introduction of Generative Adversarial
Networks (GAN) [1]–[4], the research of image synthesis
has developed rapidly and obtained many promising results.
However, the original input of GAN and its related vari-
ants is centered around the Gaussian distribution or uniform
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distribution noise variable, which makes the whole image
synthesis process difficult to control artificially.

In order to make the image generation structure more valu-
able, it is necessary to provide high-level control information.
The current research mainly starts from two directions: one
is to control the shape of synthesis, the other is to control the
content of synthesis. The main form of shape control is to
enter a profile, such as a simple outline of a shoe or bag. Then
the input contour is used to synthesize the image. The biggest
problem of this method is that only shape information can be
controlled, but not the specific details. For example, if input
the contour of a package, this method cannot determine the
color information of the package in the synthesis result. In the
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related model [5], [6], the specific details (such as color) are
determined by the image in the training set. If the training
set has the yellow packet, it is possible to synthesize the
yellow packet based on the contour of the packet. However,
if there is no blue package in the training set, themodel cannot
synthesize the blue package. This reflects that the degree of
control for this approach is limited.

The method to control the content of synthesis starts with
the use of text information control. At first, conditional GAN
(CGAN) [7], [8] used the category attributes of images (such
as flower and bird) to control the categories of image synthe-
sis. This method can only control the category of the com-
posite content, but not for more specific details. For example,
if the category label is a bird, the model can synthesize a bird
image, but the color, size, and other information of the bird
cannot be controlled.

Furthermore, Reed et al. [9] proposed image synthesis
based on text description information (like ‘‘this bird is black
with white and has a long, pointy beak’’), which makes
the whole synthesis process more flexible and conforms to
human input habits. This approach demonstrates great flex-
ibility and more control over the content. Since it is more
conform to people’s input habits, it has better application
prospects because the current research of artificial intelli-
gence is more inclined to serve people. Nevertheless, the text
description controls both the object and detailed information,
but for the shape, size, and position of the object, it seems
to be ineffective. For the research of image synthesis based
on the text description, many works have been done, and
encouraging results have been achieved. However, none of
these works can control the shape, size, and position of the
synthesized object.

To alleviate this problem and achieve better control of
the synthesis details, Reed et al. proposed the Generative
Adversarial What-Where Network (GAWWN) [10], using
the bounding box and the key points to determine the location
and shape of the target, and then generated specific content
based on the text description. GAWWN is more flexible and
controllable. On the one hand, the input information (bound-
ing box, key point, and text description) can be determined
artificially. On the other hand, the overall control degree is
higher than that of only using the text description. Although
GAWWN has achieved some success, it has two obvious
problems. Firstly, the authenticity of the result is compara-
tively poor. Secondly, the control implemented by using the
bounding box or key points is relatively rough, which does
not achieve the real fine-grained control effect.

To achieve better fine-grained control and generate more
authentic results, we propose a customized GAN. The image
is generated by combining the contour and text descrip-
tion, as shown in Fig. 1. The contour is used to determine
the specific shape, size, and position information of the
object. Then the text description is used for generating the
specific content. Finally, the high-quality images based on
the hand-drawing contour and artificial text description are

FIGURE 1. The results of the corresponding birds and flowers under
different texts and contours. They are consistent with the corresponding
text description while retaining the contour shape. The left contours are
obtained by pre-processing the original dataset. The contours on the right
are drawn by hand.

obtained by our method. It realizes the fine-grained control
while also completes the generation of the realistic image.

Our contributions are as follows: (1) a new customized
image generation method is proposed to achieve fine-grained
control and high-quality image generation. (2) the whole
process of image generation can be controlled manually
(draw the shape and describe contentmanually), whichmakes
our method have the best flexibility. (3) experiments on the
Caltech-UCSD Birds [11] and the Oxford-102 flower [12]
datasets show the effectiveness of the method. (4) due to the
realization of the fine-grained and full artificial control of
the input, image synthesis has taken a big step towards the
direction of industrial application.

The rest of this paper is arranged as follows. Section II
briefly reviews the related research works on image syn-
thesis. The related background techniques are introduced in
Section III. Our method details are discussed in Section IV
and validated in Section V with promising experimental
results. Section VI concludes our work.

II. RELATED WORK
The rapid development of deep learning technology in recent
years has made great progress in the field of image process-
ing, such as image segmentation [13]–[16], image inpaint-
ing [17]–[20], image enhancement [21], [22], and image
clustering [23], [24].

Compared with the traditional research of image process-
ing, image generation is more challenging. Mansimov et al.
[25] proposed the alignDRAW model, which is an extension
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of the Deep Recurrent AttentionWriter (DRAW) [26] model,
by learning to estimate alignment between generating results
and text. Autoregressive models [27], [28] obtained arrest-
ing results by modeling the conditional distribution of pixel
space using the neural network. [29], [30] realized image
synthesis by using the deterministic network as function
approximation. Variational Autoencoders (VAE) [31], [32]
defined the generation problem as a probability graph model
and achieved the final generation by maximizing the lower
bound of data likelihood. Besides these, the best over-
all performance ability is Generative Adversarial Networks
(GAN) [1]–[3], [33]–[36]. It has shown encouraging image
generation results. Because of the instability of training,many
improvement works have been proposed to stabilize the train-
ing process and improve the quality of synthesis.

In order to make the generative image model useful, con-
ditional image synthesis has been explored. The initial con-
dition generation is based on simple image attributes or class
labels [7], [8], which has achieved some better results, but
it is not suitable for human basic input habits because it
may require some professional knowledge. Besides, using
property or category labels can not control the details.
After that, there are some works of image generation con-
ditioned on the image (pixel to pixel), including image
super-resolution [37], [38], image editing [39]–[41], image
style transfer [5], [42], [43]. Since the image is as the input,
the overall content cannot be changed greatly, which lim-
its the artificial control factors to a certain extent. In these
works, there is a way of simple input and strong control,
that is to utilize simple contour to synthesize image. This
method is more practical than using labels because it fixes
the basic shape of the synthetic image. Nevertheless, it can
only control the shape and but not detailed information.
At present, the image generation, which accords with the
habit of human input, is using text description to synthe-
size images. Reed et al. [9] first implemented text to image
synthesis using the end-to-end GAN architecture based on
adversarial learning, which generated realistic images. Subse-
quently, Zhang et al. [44], [45] proposed StackGAN to gen-
erate more realistic results through multi-stage adjustment.
Xu et al. [46] used the attention mechanism to make local
fine-tuning to obtain better results. Based on the attention
mechanism, Qiao et al. [47] and Zhu et al. [48] respectively
utilized text reproduction and dynamic memory to improve
the quality of results further. Zhang et al. [49] proposed
a hierarchical nesting structure, and could generate larger
and vivid images. Qiao et al. [50] employed prior knowl-
edge to improve the quality of synthetic images further. Its
prior knowledge is obtained from the result with the mask.
Although the results of text-to-image synthesis are more real
and more abundant, there is the same problem— for the same
text description, the model can generate a variety of results
that conform to the text description but have different shapes,
sizes, and orientations, which means that the input text can
only control the generated content, but not the specific shape.

This problemmakes the current image synthesis model based
on text description less practical.

For better flexible and effective control, based on the text
description, Reed et al. [10] proposed the GAWWN structure
and realized the controllable image generation process for
the first time by combining the object location and other
annotations. The size and position of the object are deter-
mined by inputting the bounding box and key points infor-
mation. No matter the bounding box, key points, or text
description, GAWWN can be input artificially, which makes
GAWWN have pretty practicability. However, their results
are not satisfactory as well as the bounding box, and key
points are rough information, which cannot accurately deter-
mine the specific shape of the object. Our customizable
generation structure combines contour and text description
to generate high-quality results, which realizes fine-grained
image control generation and effectively solves the problems
in GAWWN. Our method allows for the input of manu-
ally drawn contours and descriptions, which do not need
to be matched one by one. It shows the whole process of
fine-grained control of image generation. To the best of our
knowledge, this is the first time to realize the controllable
image generation process based on artificial hand-drawing
contour and text description.

III. PRELIMINARIES
A. GENERATIVE ADVERSARIAL NETWORKS
Generative Adversarial Networks (GAN) [3] realize
high-level image synthesis via adversarial learning, which
consists of two networks: a generator G and a discriminator
D. G and D continue to conduct iterative adversarial training.
G synthesizes images by mapping latent variable z to real
data space. Its goal is to make D think the synthesized
images are real. D receives the real image and the fake image
generated by G, and it needs to distinguish the true and false
of the received images accurately. The specific process can
be defined as a minimax game, as shown in Equation 1:

min
G

max
D
V (D,G) =

∑
x∼pdata [logD(x)]

+
∑

z∼pz [log(1− D(G(z)))] (1)

where z is noise vector sampled from a Gauss or uniform
distribution pz and x is sampled from original data distribu-
tion pdata. In practice, the task of G is modified to maximize
log(D(G(z))) rather than minimize log(1− D(G(z))) because
of the problem of gradient vanishing [3].

The basic process of conditional GAN [7], [8] is the
same as that of GAN. The difference is that in addition
to receiving z or x, conditional GAN will add conditional
information c such as G(z, c) and D(x, c) in generator and
discriminator.

B. IMAGE-TEXT MATCHING
The core of the image-text matching task is to embed the
image and text description in the same embedding space.
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FIGURE 2. The generator structure of the model. The generator synthesizes the corresponding image based on the text
description and contour. The synthesized image not only retains the contour shape but also conforms to the text
description information.

Specifically, the convolutional neural network (CNN) is
used to encode the image while the recurrent neural net-
work (RNN) is used to encode the text, and then a joint
embedding space is found to realize image-text matching.
In this work, we adopt the method of Kiros et al. [51] for
visual-semantic text embedding. The specific ranking loss
function of image and text pairing is as follows:

min
θ

∑
I

∑
T

max{0, α − cs(ϕ(I ), φ(T ))+ cs(ϕ(I ), φ(Tmis))}

+

∑
I

∑
T

max{0, α − cs(ϕ(I ), φ(T ))+ cs(ϕ(Imis), φ(T ))}

(2)

where I represents the image and T for text. Imis and Tmis are
mismatching image and text. ϕ and φ represent image and
text encoders, respectively. α is a margin value. cs denotes the
cosine similarity of ϕ(I ) and φ(T ). θ indicates all parameters
in the encoder. The goal of the loss function is to minimize the
cosine similarity between matched image-text and maximize
the cosine similarity between mismatched image-text.

IV. CUSTOMIZABLE GAN
A. NETWORK ARCHITECTURE
The architecture of our method is shown in Fig. 2 and 3.
It is built upon conditional GAN framework conditioning on
both contour and text description. Fig. 2 shows the network
structure of the generator. In the generator, the contour and
text description in the input is encoded in different ways
and combined together, and then the corresponding result is
synthesized by de-convolution [52].

Specifically, in the generator, the contour is encoded as
features by a convolutional neural network (CNN). There are
three layers of convolution, among which the ReLU acti-
vation function is used after convolution. In addition to the

first layer, each ReLU has a Batch Normalization (BN) [53]
before it. The text description is encoded as a text vector
by the pre-trained text encoder, and then its dimension is
changed to 128 through a fully connection (FC). Referring to
the work of Zhang et al. [44], conditional augmentation (CA)
has also been added to increase the number of text embed-
dings. The conditional augmentation technology is designed
to produce more conditioning variables for the generator.
It can make the latent data manifold more continuous, which
is beneficial to thewhole training process. The specific imple-
mentation equation is as follows:

DKL(N (µ(ϕt ),
∑

(ϕt )) || N (0, I )) (3)

where N represents a Gaussian distribution, ϕt represents
the encoded text vector, µ and

∑
represent the operation

of the mean and diagonal covariance matrix, respectively.
KL represents the Kullback-Leibler divergence, N (0, I ) is
a regularization term to prevent over-fitting.

In order to combine text embeddings with features extrac-
tion from the contour, spatial replication is performed to
expand the dimension of text embeddings. Finally, the dimen-
sion of the contour extraction feature is 16 × 16 × 512, and
the dimension of text embeddings is 16× 16× 128. After the
connection, it will pass through two residual transformation
units, which are composed of residual blocks [54]. Accord-
ingly, the employment of residual blocks is to make the
connection features more effective through the deeper layer
processing. On the other hand, it can better learn the feature
representations to ensure the contour of the generated image
is consistent with the input contour. Finally, the generator
synthesizes the corresponding result by up-sampling.

The discrimination process consists of two parts: the dis-
crimination of true or fake image and of the consistency of
image and text description. Fig. 3 shows the network structure
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FIGURE 3. The discriminator structure of the model. The discriminator judges whether the received image itself is true or fake and
the matching degree between the image and text.

of the discriminator. In the discriminator, there is feature
extraction of the input image through down-sampling. There
are two kinds of down-sampling, one is used to distinguish the
real or fake image. The other is to distinguish the consistency
of the image and text. The down-sampling for the real or
fake image discrimination consists of two convolution layers:
the first layer is followed by BN [53] and leaky-ReLU [55],
the second layer is directly followed by the sigmoid func-
tion. For the discrimination of the consistency of the image
and text, the image features first are extracted through five
convolution layers, then combined with the text vector of
extended dimension, and finally identified by two convo-
lutions layers. Each convolution layer is followed by BN
and leaky-ReLU, except for the last layer for discrimination.
Unlike the generator, the features extraction dimension in
the discriminator is 4 × 4 × 512, and the text embeddings
dimension is 4 × 4 × 128.

The characteristic of the GAN is to achieve the goal of
mutual promotion through adversarial learning. Therefore,
both the generator and the discriminator can improve the
performance of each other. In the discriminator, the image
itself and the consistency matching of the image and text are
used to distinguish, which can make the discriminator have
better discrimination ability. As just mentioned, the perfor-
mance improvement of the discriminator can promote the
performance of the generator, so that the final synthesis effect
is excellent.

B. ADVERSARIAL LEARNING PROCESS
Customizable image synthesis determines the shape through
the contour and defines the specific content through the text
description. This indicates that the result of the synthesis

Algorithm 1 CustomizedGAN Training Algrotihm
1: Input: matching text T , mismatching text Tmis,
2: relevant text Trel , real image Ireal ,
3: contour con, number of epochs N
4: for n = 1 to N do
5: s = φ(T )
6: smis = φ(Tmis)
7: srel = φ(Trel)
8: Ifake = G(con, s)
9: d, ducond = D(Ireal, s)
10: df , df _ucond = D(Ifake, srel)
11: dmis, dmis_ucond = D(Ireal, smis)
12: LD_real = log(d)+ log(ducond )
13: LD_mis = (log(1− dmis)+ log(dmis_ucond ))/2
14: LD_fake = (log(1− df )+ log(1− df _ucond ))/2
15: LD = LD_real + LD_mis + LD_fake
16: D = D− ss ∗ ∂LD/∂D
17: LG = log(df )+ log(df _ucond )
18: G = G− ss ∗ ∂LG/∂G
19: end

should match the basic shape of the input contour as well
as the text description. We utilize the method of adversarial
learning to train the whole process, as shown in algorithm 1.

There are three types of text input in the training process,
that is, thematching text T , the mismatching text Tmis, and the
relevant text Trel . The relevant text represents the text related
to the current training set. The purpose of this is to achieve a
better result without being restricted to the other side, either
in contour or text. This makes the final trained model robust.
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For any contour and any text description in the same dataset,
it can produce high-quality results. In the algorithm, φ is
a pre-trained text encoder used to encode text into vectors.
The generator synthesizes fake images based on the input
contour and text. The discriminator distinguishes three sit-
uations: the real image with the matched text, the fake image
with the relevant text, the real image with the mismatched
text. The purpose of introducing text that does not match the
real image is to make the whole network learn the situation
of mismatch so that it can improve the final matching degree.
Unlike the general GAN, the discriminator in our algorithm
returns two outputs: first is the degree of the image-text
matching, and second is the judgment of the authenticity of
the image. The advantage of this method is to distinguish
the results from many aspects to improve the discrimina-
tion ability of the discriminator. Because of the antagonism
characteristic of GAN, the improvement of discrimination
ability will promote the generation ability of generator so that
high-quality results can finally be obtained. The specific loss
functions are as follows:
LD =

∑
(I ,T )∼pdata{logD0(Ireal,T )+ [log(1− D0

(Ireal,Tmis))+ log(1− D0(Ifake,Trel))]/2}

+{logD1(Ireal,T )+ logD1(Ireal,Tmis)

+ log(1− D1(Ifake,Trel))/2} (4)

LG =
∑

(I ,T )∼pdata logD0(Ifake,Trel)+ logD1(Ifake,Trel) (5)

where D0 represents the first output of the discriminator and
D1 represents the second. In LD, the content of the first brace
represents the conditional loss (image-text matching), and
the second brace content represents the unconditional loss
(image). G and D are updated by the SGD method, where
ss is the step size.

C. TRAINING DETAILS AND FURTHER EXPLORATION
In the training process, the initial learning rate is set to 0.0002,
and it decays to half of the original every 100 epochs. Adam
optimization [56] with a momentum of 0.5 is used to optimize
and update parameters. A total of 600 epochs are trained
iteratively in the network, of which the batch size is 64.
In leaky-ReLU, the leaky value is 0.2.

In the task of feature extraction, some current works [54],
[57] have shown that deeper the layer is, better the feature
representations can be extracted. In our work, the contour is
a simple shape, and the images of birds and flowers are not
complicated, so we choose the pre-trained VGG [58] trained
on ImageNet [59] as the feature extraction model to improve
the quality of the results further. Specifically, the output of
the fourth convolution layer (conv4) of VGG is the result
of feature extraction. Moreover, VGG16 and VGG19 are
both used to explore better results. The specific experimental
results are shown in Section V.

V. EXPERIMENTS
A. DATASET AND DATA PREPROCESSING
We validated our method on the Caltech-UCSD Birds [11]
dataset and the Oxford-102 flower [12] dataset. 10 text

descriptions are collected [60] for each image. The CUB
dataset contains 11,788 images with 200 classes. The Oxford-
102 dataset contains 8,189 images with 102 classes. Follow-
ing Reed et al. [9], we split CUB dataset to 150 train classes
and 50 test classes as well as Oxford-102 to 82 train classes
and 20 test classes.

In order to experiment with customized synthesis, it is
necessary to pre-process the contour map. For the processing
of the bird dataset, we first download the corresponding
binary image on its official website, then turn the black part
of the background into white and retain the outermost contour
lines. For the contour map of the flower dataset, the outermost
peripheral contour cannot show the overall structure of the
flower well. Therefore, for flower image processing, not only
the outermost peripheral contour but also the hierarchical
information is essential. For this goal, we use the Canny
operator to process the flower foreground map, the official
website provides the foreground map of the blue background,
and pure foreground map can be obtained by turning the
blue to white, to obtain the results required. The relevant
processing results are shown in Fig. 4.

FIGURE 4. Some processed contour results. As a result, the foreground in
the original image is well drawn in the form of curves. The results of
flowers not only contain the outline information of the outermost part
but also include the interior information.

B. QUALITATIVE RESULTS
Firstly, we compare the existing text-to-image synthesis
model. The existing T2I model has two main directions. One
is based on the multi-stage synthesis, and the other is based
on the attention mechanism. AttnGAN [46] not only uses
multi-stage synthesis but also is based on the attention mech-
anism, so we choose AttnGAN as the representative model
for comparison. The specific results are shown in Fig. 5.
From the comparison results, it can be seen that for the same
text description, our model not only conforms to the text
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FIGURE 5. The comparison between our method and the existing text synthesis image model. The
text-to-image synthesis model can not control the contour information of the synthesized object,
and we can control the specific contour of the object while conforming to the basic text description
information.

FIGURE 6. The comparison between our method and GAWWN (including two results based on bounding box and key points). It can be seen from the
comparison results that our results are obviously superior to GAWWN and have a better degree of control than GAWWN.

description but also can control the shape of the final synthe-
sized object through simple contour. For AttnGAN, multiple
results can be synthesized, but the shape, size, and position
of the synthesized object are different, which indicates that
the existing T2I model can not control the specific style.
This reflects the low practicability of the existing T2I model.
Compared with the existing T2I model, GAWWN [10] and
our method are all studying in the direction of more effective

image synthesis control. Meanwhile, the input of GAWWN
can also be artificially controllable. Therefore, we choose to
compare our method with GAWWN.

Compare our method with the existing controllable image
synthesis based on text and annotations (GAWWN), as shown
in Fig. 6 and 7. There are two kinds of comments in
GAWWN: the bounding box, and the key point informa-
tion. In the figure, GAWWN_bb represents the GAWWN
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FIGURE 7. The comparison results of second group between our method and GAWWN. These results also reflect the roughness control and poor
authenticity of GAWWN. In contrast, our results are more realistic, the degree of control is also more refined.

result based on the bounding box. The input bounding box
can only control the generated area, which is powerless
for the specific shape and orientation. GAWWN_kp rep-
resents the corresponding result based on the key points.
Key points control the basic position and orientation of the
generation, but the specific shape cannot be determined.
Simultaneously, the synthesis results based on the bound-
ing box and key points generally have poor authenticity.
All these shows that indicate although GAWWN has high
flexibility in image synthesis, its overall control is rela-
tively poor and rough, and the results of synthesis are not
satisfactory.

Compared with GAWWN, our method has higher control
ability, evidenced by the specific shape, position, and orienta-
tion of the synthesized results. This shows more fine-grained
control than GAWWN’s rough control and realizes the gen-
uinely customized image synthesis. For the generated results,
on the one hand, our method maintains the consistency with
the input contour and text description. On the other hand,
it is better than GAWWN in authenticity. This demonstrates
the superiority of our method in controlling the generation of
authentic results.

In addition to the comparison with GAWWN, we also
made an internal comparison. In this paper, we compared
the three methods of contour feature extraction without
VGG, with VGG16, and with VGG19, as shown in Fig. 8.
The results of the three methods have a high degree of
authenticity. They maintain both the shape of the input con-
tour and match the content of the text description. From a
more detailed level (eye, pecking, texture) of comparison,
the results obtained by using VGG are better than those
not applicable to VGG, which makes the results of using
VGG have pretty authenticity. Compared to VGG16, VGG19

handles the details of the texture better to make the results
more realistic.

We extended our method on the flower dataset and made
the internal comparison, as shown in Fig. 9. The results
of the three methods are authentic. Overall, all results main-
tain the shape of the contour and conform to the text
description. In comparison, VGG16 has a higher degree of
agreement with the contour because it reflects better the over-
all details of the contour, which makes its results have higher
authenticity.

C. QUANTITATIVE RESULTS
For the evaluation of the generation model, Human Rank
(HR) is used to quantify the comparison models. HR can be
used to evaluate whether the synthesized image conforms to
subjective effects (such as authenticity, matching degree with
text, etc.), and it is widely used in various image synthesis
evaluation, such as [40], [44], [45].

In this work, we employed 10 subjects to rank the quality of
synthetic images by different methods. The text descriptions
and contours corresponding to these results are all from the
test set and are divided into 10 groups for use by 10 sub-
jects. For the bird datasets, we established two ways for
quantitative comparison. One of them contains three results:
1) GAWWN_bb, 2) GAWWN_kp, 3) ours without VGG.
The other includes five synthetic results: 1) GAWWN_bb,
2) GAWWN_kp, 3) ours without VGG, 4) ours with VGG16,
5) ours with VGG19. In this way, the comparison of the bird
is three tuples (bird_1) and five tuples (bird_2), respectively.
The employers were not informed of the method correspond-
ing to the result, but only knew the text description and
contour, bounding box, and key points corresponding to the
current result. The subjects were asked to rank the results
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FIGURE 8. The comparison bird results of our method without VGG and with VGG16, with VGG19. It can be seen that the results of using VGG are
better in details (such as eyes, pecking).

FIGURE 9. The comparison flower results of our method without VGG and with VGG16, with VGG19.

(bird_1: 1 is best, 3 is worst; bird_2: 1 is best, 5 is worst)
in the following ways:

• Whether the result is highly consistent with control
information (the contour or bounding box or key
points)

• Whether the result matches the text description
• The level of the authenticity of all results

The average score will be calculated for the ranking results
of all subjects, as shown in Tables 1 and 2. The comparative
results show the following points:
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TABLE 1. The results of quantitative comparison between our three methods and GAWWN. It includes three aspects of comparison: one is the
consistency with the control information (consistency), the other is the matching with the text content (text), and the third is the authenticity of the
results (authenticity).

TABLE 2. The quantitative comparison results between our method with
GAWWN in CUB dataset.

1) MORE AUTHENTICITY AND BETTER TEXT MATCHING
Compared with GAWWN in Tables 1 and 2, it is obvious
that our method has higher authenticity and degree of text
matching. In comparison, the results of using key points (kp)
in GAWWN are better than those of using the bounding
box (bb). However, compared with our results, the overall
authenticity and matching of GAWWN_kp are still worse
than us.

2) MORE EFFECTIVE CONTROL
In the process of image synthesis, the control of our method
is more effective since it shows better consistency with the
control information. The control degree of GAWWN_kp is
better than that of GAWWN_bb. This is consistent with the
subjective comparison. In subjective results, GAWWN_kp
can control the basic direction of synthesis, but GAWWN_bb
cannot. Compared with GAWWN_kp, our method has more
excellent control. The reason for this circumstance is that our
results can not only control the synthesis direction but also
control the specific shape, while GAWWN_kp can not control
the shape.

3) BETTER PERFORMANCE WHEN USING VGG
Table 1 shows that the results obtained by our three methods
(without VGG, wit VGG16, with VGG19) are not signif-
icantly different. In close comparison, the results of using
the VGG model are better than those of not using VGG.
This reflects that VGG can extract better contour features and
promote the synthesis of final results.

D. ABLATION STUDY
It can be found in Table 1 that among the results of birds,
VGG19 is better than VGG16, and VGG16 is better than
not using VGG. Does this phenomenon also apply to flower
results? What are the differences between not using VGG
and using VGG 16 and VGG 19 and the reasons behind

the differences? To solve these problems, we conducted an
ablation study.

TABLE 3. The internal quantitative comparison results of our methods in
CUB dataset.

TABLE 4. The internal quantitative comparison results of our methods in
Oxford-102 flower dataset.

For the internal comparison of our three methods, it can
be seen from Table 1 that there is no obvious difference.
In the separate comparison, the result of using VGG is better
than that of not using VGG. In Tables 3 and 4, among the
results of birds, the overall authenticity of VGG19 is better
than that of VGG16, while that of flowers is the opposite.
The reason for this is that the proportion of birds in the
image is relatively small (generally less than 50%), so the
judgment of the authenticity of bird image is more dependent
on the generation of bird details. VGG19 performs the best
authenticity in generating bird results, which shows that it
does best in detail generation. Compared with bird images,
the proportion of flowers in the image is generally more than
80%, so its authenticity depends on the overall structure.
In the authenticity of flower results, VGG16 is better than
VGG 19, which indicates that VGG 16 does the best perfor-
mance in structural consistency. Although VGG19 can obtain
pretty detailed information in flower results, the authenticity
of VGG16 results is better because flowers paymore attention
to integrity. VGG16 also showed the best structural consis-
tency in birds results, indicating that VGG16 is indeed better
than VGG19 in terms of structural consistency.

On the whole, VGG19 is better than VGG16 in detail
synthesis, and VGG16 is better than VGG19 in overall struc-
ture synthesis. This is reasonable because VGG19 is deeper
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FIGURE 10. The text descriptions on the left are all artificial descriptions that do not exist in the dataset. The contours are also
drawn manually. The results show the effectiveness of our method in generating high-quality results and the high flexibility
image control generation.

FIGURE 11. The customized results of flowers. Equivalent to the condition of birds, the text descriptions also do not exist in the
dataset of artificial description, and the contours are also drawn by artificial.

than VGG16, so it can extract more detail-oriented feature
information. The number of layers of VGG16 is relatively
small, so it pays more attention to the overall feature infor-
mation. VGG is a network structure specially designed for
feature extraction, which performs well in classification, seg-
mentation, and other tasks. Therefore, the use of VGG is
better than the simple use of convolution operation (without
VGG) to extract features, so the final performance is better.

E. CONTROLLABLE IMAGE SYNTHESIS
The most important feature of our work is to realize fine-
grained controllable image synthesis based on artificial hand

drawing and manual description. The relevant results are
shown in Fig. 10 and 11. Both the contour and the text
description in the figure are artificial and do not exist in the
dataset. Besides, it can also be seen from the results that our
model can generate corresponding high-quality results for the
different contour of shapes, sizes, positions, and orientations.
Such as shown in the bird results in Figure 10, the first,
second, and third columns well show that the model can
synthesize high-quality results based on different contour
sizes and positions. At the same time, the fourth, fifth, and
sixth columns also show that the model can adapt to dif-
ferent contour orientations and generate high-quality results.
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The flower results in Figure 11 also reflect that the model can
adapt to different contour shapes, sizes, and orientations and
generate high-quality flower results. These results not only
reflect well the hand-drawn contour and artificial text descrip-
tion content but also have a high degree of authenticity. This
demonstrates the effectiveness of our method in synthesizing
high-quality authentic images and shows the high flexibility
and controllability of our method because all inputs can be
controlled artificially.

VI. CONCLUSION
In this work, we propose a customizable image synthesis
based on contour and text descriptions. The high-quality
image synthesis is achieved through adversarial learning.
The synthesis results indicate that our method maintains the
basic shape of the contour, while also conforms to the text
description. Furthermore, we have evaluated the model on
the Caltech-UCSD Birds dataset and the Oxford-102 flower
dataset. The experimental results demonstrate the effective-
ness and robustness of our method. Besides, the high-quality
image synthesis results based on hand-drawn contour and
artificial descriptions are also illustrated to prove that our
method is highly controllable and flexible.

From the synthetic results, the foreground content gener-
ated by the model is basically realistic, but the background
information in both bird and flower results is relatively gen-
eral, even there are some subjective unrealistic situations.
To solve this problem, we will separate the synthesis of
foreground content and background information in the future
research, and then merge the synthesized foreground and
background results to generate the final results.
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